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To solve the deconvolution problem, we design the

CGNet to replace conventional CG or FFT. For FFT

and CG, we test them w/o and w/ denoising. CGNet

achieves the highest performance with reasonable

complexity.

Quantitative Results on Benchmark Datasets

https://github.com/setsunil/DSDNet

Discriminative Shrinkage Function CG Net

Results

Code and Models

As Maxout Layers can linearly approximate any

function, the shrinkage functions are learned.
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Qualitative Comparison of Synthetic Blurring

Qualitative Comparison of Real Blurring

Speed vs Accuracy Quantitative Results on Real Blurring

Specification of 4 Sizes

Introduction
Goals: Design a deblurring deep learning model based on Maximum-a-Posteriori estimation.

Challenges:

• How to learn the shrinkage functions corresponding to various learned filters?

• With the regularization / data terms, how to solve the deconvolution problem?

Architecture ADMM
We model the problem as:

and solve it by ADMM:

Qualitative Comparison of Model Size


